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Aspectual Choice and Aspectual Class

Tense: Location of an event in time.

timenow

Future
“I will be biking.”

Past
“I was biking.”

Present
“I am biking.”

Grammatical Aspect / Aspectual Choice: Internal or
external perspective on the event.

timenow

Perfective
“I biked.”

Progressive
“I was biking.”

� �

Lexical Aspect / Aspectual Class: Conceptualization of
the event’s shape in time.

timenow�

Activity
“I biked.”

Ò

Accomplishment
“I wrote a song.”

É! a!

Achievement
“It burst.”

Aspectual class has been used to explain differences in gram-
maticality and felicity (distinctions based on Smith, 1991):
(1) (a) I’m running. (Event)

(b) # I’m knowing French. (State)
(2) (a) # I swatted a fly for ten minutes. (Punctual)

(b) I danced for ten minutes. (Durative)
(3) (a) I ran to the park (in/#for) two minutes. (Telic)

(b) I read (for/#in) three hours. (Atelic)

Core Intuition: Different verbs describe sit-
uations that are different shapes in time.
This is reflected in their compatibility, and
thus in their distribution, with temporal
modifiers and morphology.
(c.f. Nerbonne & Van de Cruys, 2009)

Proposal: Aspectual class is precisely the lexical information which contributes to aspectual choice. No more, no less.

Theories of Aspectual Class get Messy

Verbs may fall into multiple classes, or switch class.
(4) The tank emptied (for/in) two minutes.

(Kennedy & Levin, 2008)
(5) I am liking you #(more and more). (Zucchi, 1998)
(6) The light flashed (# once) for two hours.
(7) Susan (was winning for/won in) two minutes.

Disagreement as to which distinctions are essential
vs. derived.

widen

dry melt

eat

roll stand know

push dance

flash

break arrive give

Bubbles showing selected aspectual classes hypothesized by Bach (1998);

Kennedy and Levin (2008); Levin (1999); Maienborn (2005); Ramchand

(2008); and Smith (1991).
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Dataset

GUM English corpus (Zeldes, 2017) 2024-10-19 release.

Extracted indicative verbs that head clauses: 14,622 tokens.

Variables:

� Perfect aspect (Yes, No)
� Voice (Active, Passive)
� Tense (Past, Present, Future, None)
� Matrix verb aspect (Perfective, Progressive,
None)

� Preceding verb aspect (Perfective, Progres-
sive, None)

� Subject type (Singular, Plural, Mass, None)
� Object type (Singular, Plural, Mass, None)
� Time Span adverbial type (For, In, None)
� Adverb, Particle, Conjunction, Document,
Genre (random effects)

� Effect of Subject, Object, Tense, and
Time Span vary by lemma

Model

Bayesian: Allows accessing inferred effects of individual lexical items, incorporating uncertainty.
Mixed-effects: Allows including both frequent and infrequent lexical items without frequent
ones overpowering analysis.
Logistic Regression: Allows including other predictors known to affect aspectual behaviour
to avoid confounding the lexical effects.

Fit in BRMS (Bürkner, 2017, 2018, 2021) with 4 chains of 2,500 warmup and 7,500 sampling
iterations each. Priors were Normal(-2.5, 2.5) on intercept, Normal(0, 2.5) on coefficients, Exp(1)
on random effect standard deviations, and LKJ(5) on correlations.

Results for Non-Lexical Predictors

Fixed effects (intercept and selected contrasts):

Coefficient Mean [2.5%, 97.5%] pd pROPE Comment

Intercept -5.90 [-8.35, -3.86] >0.999 <0.001 Prog. infrequent

Perfect: No - Yes 0.83 [0.38, 1.30] >0.999 <0.001

Mostly replicates Hundt,

Rautionaho, and Strobl (2020);

dispreference for stacking auxiliaries.

Voice: Active - Passive 2.28 [1.60, 3.02] >0.999 <0.001

Tense: Present - Past 1.47 [1.10, 1.88] >0.999 <0.001

Tense: Past - Future 0.82 [0.06, 1.65] 0.962 0.002

Tense: Future - None 0.89 [-0.13, 1.95] 0.926 0.003

Matrix: Prog. - Pfv. 1.39 [0.93, 1.85] >0.999 <0.001 Replicates Rautionaho and Hundt

(2022) on priming and suggests

additional grammatical constraint on

embedding.

Matrix: Pfv. - None 0.27 [0.07, 0.47] 0.986 0.004

Preceding: Prog. - None 0.68 [-0.04, 1.42] 0.940 0.003

Preceding: Prog. - Pfv. 0.85 [0.53, 1.16] >0.999 <0.001

Subject: Pl. - Sing. 0.32 [0.04, 0.60] >0.999 <0.001 Expected direction, but mass

behaves strangely. Interaction with

Voice?

Subject: Pl. - Mass 1.32 [-0.01, 2.92] 0.949 0.002

Subject: Sing. - None 1.50 [0.93, 2.15] >0.999 <0.001

Object: None - Sing. 0.37 [0.02, 0.73] 0.958 0.006

Reverse of expected direction.Object: None - Pl. 0.48 [0.06, 0.92] 0.969 0.003

Object: None - Mass 0.78 [-0.04, 1.76] 0.940 0.003

Time Span: For - In 3.19 [0.88, 5.96] 0.990 <0.001 Validates methodology. Hints that

atelicity is somehow default.Time Span: None - In 2.68 [0.43, 5.76] 0.982 <0.001

Random effects with pROPE < 0.001 were found for Document, Genre (c.f. Mavridou, Friedrich,
Peate Sørensen, Palmer, & Pinkal, 2015), Adverb, Particle, and Conjunction.

Abbreviations:

Prog. Progressive

Pfv. Perfective

Sing. Singular

Pl. Plural

pd Inferred probability that parameter is on the

given side of 0.

pROPE Inferred probability that parameter is small

enough not to matter (magnitude ≤ 0.006).

[2.5%, 97.5%] Model is 95% confident the coefficient

falls in this interval, with equal chance of being

less or more.

Results for Lexical Predictors

Statistically significant variation by lexical item in all predictors (pROPE < 0.001).
Below plots computed for only verbs with at least 25 occurrences, using a subset of 1,000 posterior
samples. Colours show lexical effect on log-odds of progressive (yellow is lower).

Lexical effect on log-odds of progressive for 20 verbs with highest and lowest effects, with 66% and 95% credible

intervals. Asterisks show log-odds computed from raw counts. Stative verbs are consistently on the left.

Fit model values regularize away variability in raw counts. Credible intervals are wide.

Lexical effect on relationship between object type and

log-odds of progressive. Verbs where plural objects

facilitate progressive are either stative verbs or

incremental verbs of creation.

Lexical effect on relationship between subject type and

log-odds of progressive. Stative verbs still pattern

together. Many durative events show

especially small effects of plural subjects.

Lexical effect on relationship between tense and log-odds

of progressive. Compatibility with past

progressive is a main axis of lexical variation.

Limitations

Omission of discourse-based predictors such as fore-
grounding vs. backgrounding function (Hopper, 1979).

Dataset size meant that I had to restrict attention to only
a subset of verbs, and that conclusions about some predictors
were highly uncertain.

Variability in existing definitions of aspectual class
makes it difficult to objectively assess results.

Need for manual inspection of resultsmeant I restricted
my attention to English data.

Simplicity of model likely misses important relationships
between predictors.

Probabilistic model is a two edged sword, as it can be con-
fused about categorical effects.

Next Steps

Better generative model of aspectual choice process,
following Frermann and Lapata (2016) or Gantt, Glass, and
White (2022). In below probabilistic graphical models, circles
are random variables, and rectangles show number of copies of
each variable. Observed (not hidden) variables are shaded grey.

θclass
word

class

target

word
ϕword

context

word
ψcontext

context

slot

noun in a text

class

Adapted from Frermann and Lapata (2016). They fit a probabilistic model

to a corpus, using covert semantic categories of noun to predict

distributions of both target and context words.

θclass
event

class

event

label
r.i.

annotator

st.dev.

r.i.
rel.

label
rel.θrel.

pair of

event classes

event

property

rel.

property annotator

other verb

verb in a text

Adapted from Gantt et al. (2022). They present verbs in context to

annotators and ask questions about an event’s temporal properties and

relations to other events. Their probabilistic model predicts annotations

from covert classes. Here, r.i. = random intercept, st.dev. = standard

deviation, and rel. = event relation.

Larger and smaller corpora. Larger corpora to get suffi-
cient data about a wider variety of verbs. Smaller corpora to
explore applications to understudied languages.

Evaluation. Use existing grammaticality-based tests and ap-
ply them systematically to the verbs in question; but as noted,
these are thorny. Or, find a trustworthy existing dataset.


