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Prepositional Object (PO): 
I sent the letter to London. 

Double Object (DO): 
I sent London the letter. 

Pipeline adapted from method 
by Chronis et al., 2023

(Goldberg, 1995; Hovav 

and Levin, 2008; 

Beavers, 2011)

Prediction Backend

I sent the letter to London. Language Model

CWE for London 
[0.92, -0.28, -0.89, …]
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Bright 1.54
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